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Abstact—In the ICEBERG project at U. C. Berkeley we are develop-
ing an Inter net-basedintegration of telephonyand data sewicesspanning
diverseaccessietworks. Our primary goalsareextensibility, scalability, ro-
bustnessand personalizedcommunication. We leveragethe Inter net’s low
costof entry for sewice creation, provision, deployment,and integration. In
this article, we presentour solutionsto signaling, easysewice creation, re-
sourceresewation, admissioncontrol, billing and security in the ICEBERG
network architecture.
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|. INTRODUCTION

Telecommunicationsetworksaremigratingtowardsinternet
technology with voice over IP maturingrapidly. We believe
that the key openchallengefor the corverged network of the
nearfutureis its supportfor diverseaccesdechnologieqsuch
asthe Public SwitchedTelephoneNetwork, digital cellular net-
works, pagernetworks, andIP-basechetworks) andinnovative
applicationsseamlesslyntegrating dataand voice. The ICE-
BERG Projectat U. C. Berkeley is seekingto meetthis chal-
lengewith anopenandcomposablservicearchitecturdounded
on Internet-basedtandardgor flow routing andagentdeploy-
ment. This enablessimpleredirectionof flows combinedwith
pipelinedtransformationsThesebuilding blocksmake possible
new applicationslik e the Universal In-box Suchanapplication
interceptsflows in a rangeof formats, originatingin different
accessietworks(e.g.,voice,fax, e-mail),anddeliversthemap-
propriatelyformattedfor aparticularendterminal(e.g.,handset,
fax machine computerpasednthecallees preferences.

We designedlCEBERG, an Internet-corenetwork architec-
turefor integratedcommunicationsto meetthesegoals:

« Potentially Any Network Sewices(PANS): This means
that any servicecan be accessedranspaently from ary
end-deice via any acces:etwork, suchas accessinge-
mails via a cellularphone. To achieve this goal, we make
our systemdesignandimplementatiometworkand device
independentwhich allows new networks andtheir access
devicesto bepluggednto theICEBERGarchitectureavith-
outchangego thesystem.

« PersonalMobility: Thisis the conceptof having the per
son(andnotthecommunicatiordevice) asthecommunica-
tion endpoint. By usingasingleidentity for anindividual,
we canimplementa level of indirectionto the desiredend-
point for communication.Personalmobility is a key mo-

1The concepioriginally comesfrom PersonaCommunicatiorServiceg40].
TheMobile PeopleArchitecture[9] alsoidentifiesthis principle.

tivation for integrating servicesacrossheterogeneoude-
vicesfrom diversenetworks.

« Serwvice Mobility: This refersto seamlessnobility across
differentdevicesin the middle of a servicesessior(for ex-
ample,switchingfrom a cell-phoneto an IP-Phonein the
middle of acorversation).

« Easy Sewice Creation and Customization: The design
of the signaling protocol directly affects the easeof im-
plementingcall processingservices suchascall forward-
ing, call waiting, etc. Easyservicecreationalsorequires
the systems assistancéor resourcaesenation,admission
control and integratedbilling for the new services. Ser
vice customizationrequiresuser preferencemanagement
anduseractiity tracking.

« Scalability, Availability and Fault Tolerance: We aimto
scaleour systemincrementallyto supportalarge userbase
(i.e., large geographiaegionsand hundredsof thousands
of simultaneouscalls). The componentof the network
shouldbe available24 hoursadayand7 daysaweek.The
architectureshouldbe able to toleratefailuresgracefully
and hide them from end-users.To this end, we leverage
Ninja [21], a companionprojectat Berkeley, which offers
a clustef computingplatform for scalable available,and
faulttolerantservices.We ervision our network asislands
of ICEBERG-capableNinja clustercomputingplatforms
which act as single large-scalecomputers,with a robust
signalingprotocolrunningbetweerthem.

« Operation in the Wide-area: The challengesn the oper
ation of the ICEBERGnetwork in the wide-areaare man-
aging network partitionsand achieving quality-of-service
(Q0S). Our protocolsmust detectnetwork partitionsand
reactto them promptly. QoS directly relatesto resource
resenation,admissiorcontrolandbilling. We tacklethese
problemswith a distributed Clearing Housearchitecture
that selectsthe best paclet traversal routesacrossvari-
ous Internet Service Providers (ISPs), makes aggreyated
resourceresenation and maintainshilling informationfor
eachuser

« Security, Authentication and Privacy: Securityandpri-
vagy issuegelatedto personamobility arecritical andre-
quire carefulattentionespeciallyin ICEBERG,which fol-
lows an openservicemodelin the Internet. We usea hy-
brid of sharedandasymmetridkey cryptographyat differ-
entstagesof call setupor genericserviceaccess.We ap-
ply optimizationsat differentlevelsto bring down network

2A clusterrefersto anumberof PCsinterconnectedy high-speedietwork.



round-triptimesaswell ascomputationatequirements.

For the rest of the paper we first discussthe relatedwork
(Sectionll). Next, we introducethe ICEBERG architecture
(Sectionlll). Thenwe describeour signaling protocol which
performsthe call setupandcontrol (SectionlV). Thekey fea-
turesof our signalingprotocolarethatit capturesall call ses-
sion dynamics(suchas membershipchanges)oleratescom-
ponentfailuresandtransientnetwork partitionsanddetectsthe
prolongednetwork partitions. Our signalingprotocol supports
the multi-device communicatiorasa first-classservice.ln Sec-
tion V, we discusshow datapathcreationenablesasyservice
creation thenwe presenhow our signalingprimitivessimplify
the implementationof servicesthat require endpointchanges
including a novel servicecalled servicehandof which allows
usergo switchdevicesin themiddleof acall. Also, in thesame
section,we demonstrattow ICEBERGcomponentsimplified
our tasksof providing the Universal In-box service the Ninja
Jukebox serviceand the Room Control Service. We illustrate
our initial solutionsto resourceresenation, admissioncontrol,
andbilling throughthe useof the ClearingHousearchitecture
in SectionVIl. Thenwe describeour securitymeasuresn Sec-
tion VIl andpresenbur implementatiorandperformancesval-
uationin SectionVIll. Finally we discussour future work and
concludein SectionlX.

Il. RELATED WORK

A wide assortmentof commercial products that provide
service-intgration are becomingavailable: e-mail-to-fax ser
vices[20] [24], voice-e-mail-Bx integrationserviceq22] [26],
and enhancedelepholy services[27]. Thesecommercialser
vicesshow the strongdesirability of having personalizedinte-
gratedcommunication.While they addressspecificintegrated
services,the ICEBERG architectureprovides building blocks
andinfrastructureor enablingary typeof services.

A desireto morerapidly deploy new servicedn thetelecom-
municationsnetwork hasdriven the developmentof the Intel-
ligent Network (IN). This is achieved by creatinga standard-
ized servicecreationervironmentindependendf the underly-
ing vendorspecificswitch platforms. A critical enablingtech-
nology for IN is SignalingSystem7 (SS7),an internationally
standardizea¢hannelsignalingsystemfor controlling switches
anddatabasethroughoutthe phonenetwork. ServiceSwitch-
ing Points (SSPs)interceptcertainpatternsof call processing
stepsto invoke servicelogic in ServiceControl Points(SCP).
Theservicelogic theninfluenceghe subsequentall processing
steps.lt is throughsuchmechanismshat 800 numberandcall
forwardingservicesaredeployedin the PSTN.IN is intimately
coupledto the hierarchicakwitchingstructureof the phonenet-
work and the logical sequencingof call processingwhich, in
reality, aredifferentamongvariousswitch vendors. Therefore
it hasfailedto provide serviceinter-operabilityacrosswitches
of differentvendors.In addition,thereis no elegantintegration
betweerfixedandmobiletelephoty services)et aloneintegra-
tion with othertypesof networks. Finally, servicecreationin
IN hasa high cost-of-entryandis limited to a relatively small
numberof network operatord13] (more specifically telecom-
municationsserviceprovidersandnotendusers).

The IETF PINT working group, in particularits WebIN ar-
chitecture[31], identified the difficulty of servicecreationin

IN. They proposedunningthe servicelogic in the Internet(in
otherwords,SCPsarepartof the Internetimplementedy non-
proprietaryprogrammingor scriptinglanguages)Nonetheless,
the difficulty of integratingwith othernon-telephog networks
remains. We believe that this difficulty is inherentin PSTN-
core basednetworks. ICEBERG takes an Internet-corebased
approach By isolatingthe accessetwork specificfunctionali-
tiesin only onecomponenbdf the systemaddingnew networks
is simplifiedin ICEBERG.In addition,ICEBERGeaseshecre-
ationof servicesjncludingnovel andsophisticatederviceghat
arebeyondtelephonecall featuresthroughthe flexible compo-
sition of computationunits, powerful signalingprotocol prim-
itives, and preferencemanagemenand user actiity tracking
componentgSectionV).

Hybrid services,in [12], are definedas servicesthat span
different network technologies,similar to our “PANS” con-
cept. The hybrid servicearchitecturealso takes an Internet-
corebasedapproachlts network is composedf managedet-
works (“clouds”) interconnectedby their edgegatavays. Each
cloudhasaserviceplatform,amiddlewvarelayerto provide aset
of commonlyneededunctionalcomponents A cloudis anal-
ogousto an ICEBERG-capabléNinja clustercomputingplat-
form. While their architecturds similar to oursat a high level,
thedetailedmechanismsf preferencenanagementjamemap-
ping, locationtracking, signaling,and novel serviceshave not
yetbeendiscussed.

TOPS[3] is a paclet telephoty architecturewhich includes
adirectoryservice applicationlayer signalingprotocol,alogi-
cal channelabstractionandanencapsulatiofiormatto insulate
telepholy applicationsfrom the underlyingnetwork transport
capabilitiesandmechanisms$o supporta variety of conferenc-
ing modes. The directory serviceis the key componenbf the
system. It managesusers’call receving preferenceperforms
namemappingbetweenterminal addressesnd unique names
andtrackscurrentuserlocation. Thesethreefunctionalitiesare
separatethto differentcomponentin ICEBERG(namely Pref-
erenceRgyistry, NameMappingService andPersonalctivity
Coordinator¥or bettermodularityandmoreeffective dataman-
agemensincethesethreetypesof datahave differentdynamics.
Conferenceontrolin TOPSis accomplishedisinganexpanded
setof its signalingprotocol,while in ICEBERG, the basicsig-
naling readily supportsmulti-party calls. Issueson scalability
availability, faulttoleranceandwide-areaperationsarenotad-
dressedn TOPS,which we do in both our architecturedesign
andthesignalingprotocoldesign.

The Mobile Peoplearchitecture(MPA) [9] [35] tacklesthe
problemof personamobility by introducinga personlayer on
top of theapplicationlayeremphasizingheideathattheperson,
ratherthanthedevice,is thecommunicatiorendpoint.Eachper
sonis identifiedby a globally uniqguePersonalOnlineID. Each
PersonalProxyis associateevith a persorandperformsperson-
level routingincludinglocationtracking,acceptingcommunica-
tions on a persons behalf,cornvertingthe communicationsnto
differentapplicationformatsaccordingto preferencesandfor-
wardingthe resultingcommunicatiorto the person.The useof
a PersonalProxy achieveslocation privacy. While a Personal
Proxyis independenof the existing network andtelecommuni-
cationinfrastructureandis easyto extendto new devicesand
networks, one drawback is that regardlessof wherea person
is, all communicationto the personmustgo throughher Per



sonalProxy, which canyield inefficient routes. This canonly
be preventedby interceptingthe call signaling and resolving
the calleedestinationduring the call setupinsteadof afterthe
call setupto the PersonaProxyin the MPA. This capabilityre-
quiressupportfrom the infrastructure.ICEBERG architecture
provides suchsupportby managinguser preferencesand per
forming locationtrackingin the coreinfrastructureratherthan
atendpointsHere,we provide a trustworthy infrastructurewith
appropriatesecuritymechanisms.in addition,we presere lo-
cationprivacy by not revealinguserlocationsoutsidetheir ad-
ministratve domainsnamely theirICEBERGserviceprovider
(Sectionlll).

For scalability availability, andfault tolerance we leverage
cluster computing platforms like Ninja [21] and Active Ser
vice (AS1) [1]. Although eachintendsto be a generalcluster
computingervironmentthatsupportary clusterbasedservices,
Ninja targetslong runningserviceswith infinite lifetimes (such
asweb seners),while AS1 focuseson serviceswith finite ses-
sion lifetimes (like video-conferencing). ICEBERG contains
both kinds of services. We augmentNinja with AS1 features
for session-basegkrvicegSectionlll-A).

In termsof the signalingprotocols thelTU's H.323[23] and
the IETF’s Sessionnitial Protocol[37] arethe dominantinter-
net Telephoty signalingprotocols. Schulzrinnegt al., in [36],
provides an extensive evaluationof H.323. H.323is comple
dueto its numerousomponenprotocols hardto extenddueto
its requiremendf full backwardcompatibilitybetweerversions
and centrally registeredcodecs,non-scalabledueto its useof
stateful TCP connectiondor signalingtransportand a central
control for conferencecalls, andlimited in preferencesupport
for customizableservices.Both SIP andour signalingprotocol
provide significantimprovementson theseaspectsNeitherSIP
nor H.323 have addressedault toleranceand scalablemech-
anismsof tracking accuratemembershign a multi-party call,
whichwe do (SectionlV).

Several bandwidthbroker implementationshave beenpro-
posedin [34] as a scalablemechanismfor QoS provisioning
over a Diff-Serv (RFC 2475) architecture.In [17], M. Gunter
et al. presentedhe broker signalingtrade-ofs in [8], but they
do not optimizeend-to-encpathselections.The Internet2QoS
working groupoperatefQbone[25], aninterdomainDiff-Serv
testbed.They have startedto investigateheinter-broker signal-
ing to automatethe adaptve resenation scenarioput currently
the brokers are configuredmanually Duffield et al. describe
in [10] anadaptve resenationschemethatis optimizedfor vir-
tual private networks (VPNSs), and compareits performanceo
staticprovisioningusingrealtraffic traces.Howevertheir work
only considersa singleISP scenario.Our ClearingHouse(CH)
design(SectionVI) providesa scalableapproactfor inter-ISP
signalingandcoordinatesesourcaesenationsbetweernmulti-
ple ISPsdynamically The CH usesa capabilitybasedsecurity
schemesimilar to Kerberoq38], thatrequiresusersto present
ticketsto uselSPservices We pickeda capabilitybasedsecurity
schemeénsteadof anaccessontrolbasedschemeo ensurgast
call setuptime. The CH alsoprovidessecurebilling services,
which, to our knowledge have notbeenaddressetefore.
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I1l. ICEBERG ARCHITECTURE

Figure 1 depictsthe ICEBERGarchitecture.The ICEBERG
network plane shows two ICEBERG ServiceProviders repre-
sentingtwo differentadministratve domains:A andB. Theser
vicesthey provide are customizabldéntegratedcommunication
serviceson top of the Internet. Similar to the way that Inter-
net Service Providers (ISP) provide Internetservicesthrough
the use of Pointsof PresencgPOPs)at different geographic
locations, ICEBERG ServiceProviders consistof ICEBERG
Pointsof PresencgiPOPs). Both A andB have iPOPsin San
Francisco(SF) andNew York (NY). EachiPOP containsCall
Agents(CAs) which perform call setupand control, an Auto-
matic Path CreationService(APC) which establisheslataflow
betweencommunicatiorendpointsa PreferenceRegistry (PR)
for users’call receving preferencenanagemeng Personalc-
tivity Coordinator(PAC) for userlocationor actiity tracking,
andaNameMappingServicelNMS) whichresohesusemames
in variousnetworks. iPOPsmustscaleto alarge populationand
a large call volume,be highly availableandbe resilientto fail-
ures. This leadsusto build theiPOPon the Ninja clustercom-
puting platform. The ICEBERGnetwork is anoverlay network
of iPOPsontop of the Internet.

ICEBERG AccessPoints(IAPs) arethe gatavaysto the ac-
cessnetworks, suchasthe PSTN,GSM cellular networks, and
the pagernetworks. They sene asbridgesbetweenthe access
network planeandthe ICEBERGnetwork plane.

EachiPOPemploys an InternetServiceProvider (ISP (for
example,in Figurel, SFiPOPsof both A andB employ ISP1,
NY iPOPsof A andB employ ISP3). The ISP makesservice
level agreementsnd peeringarrangementsvith other ISPsto
carrythetraffic amongiPOPs.The ClearingHousesenesasa
bandwidthbroker and accountanfor iPOPsandinteractswith
thelSPs.

Establishinga new ICEBERG ServiceProvider, is simply a

31SPsgenerallylocatePOPssuchthat userscan make a local call andgain
Internetaccess.

4pleasenote that ICEBERG serviceproviders are completelyorthogonalto
InternetServiceProviders



matterof creatinganiPOPwith anNMS, PR, PAC, and APC
servicerunningon it, andIAPs for the accessmetworks to be
supported.Differentserviceprovidersmay sharetheir compo-
nents,suchasthe IAPs, basedon somepre-establishedgree-
mentsor arrangements.

In our systemtheNMS, PR,andPAC areusedin thecontrol
path. The APC serviceestablishesind manipulatesataflows
(for example,voice streams).The IAP dealswith both control
path(signalingtranslation)anddataflow (voice streampacleti-
zation).

For therestof the section,we first describehow we leverage
the clustercomputingplatforms. Thenwe describeeachICE-
BERG componenin detail. Finally, we presenta scenarioto
illustratehow ICEBERG componentinteractwith oneanother

A. Leverage ClusterComputingPlatforms

EachiPOPrequiresprocessingcalabilityto a large call vol-
ume, 24 x 7 availability® through fault masking, and cost-
effectiveness. Clustersof commodity PCsinterconnectedyy
a high-speedSystemArea Network (SAN), acting as a sin-
gle large-scalecomputer[2] (assumingno network partitions
within a cluster), are especiallywell-suitedto meetingthese
challengeq16]. Clustercomputingplatformslike the Ninja
Base[11] and Active ServicePlatform (AS1) [1] provide an
easyservicedevelopmentervironmentfor servicedevelopers
and mask them from cluster managemenproblemsof load-
balancing,availability, and failure management.We describe
briefly the underlyingmechanisnof bothplatformsandhow we
leveragethem.

In aNinja Base eachnodehousesan executionenvironment
into which mobile code can be pushed. Serviceshave mary
instanceswithin the clusterfor fault tolerance but clientsare
shieldedfrom this by usinga serviceRediector Stubto interact
with the cluster The RedirectorStubfor a serviceis dynami-
cally generateétrun-timeandcontaingheembeddedbogic for
clientsto selectoneserviceinstancefrom a setof nodeswithin
the cluster Within the Base,all nodesmaintaina replicated
registry of all serviceinstances;eachnode periodically sends
out a multicastbeaconcarryingits list of local servicesto all
other nodesin the Baseand listensfor the multicastbeacons
from other nodes. The Basealso maintainspersistentservice
states.As aresult,thefailure of a serviceinstanceon onenode
automaticallytriggersanotherserviceinstanceto take over for
the failed one. To the outsideworld, a Baseactslike a non-
distributed, robust, highly-available,and high-performanceer
vice.

AS1 platform differs from the Ninja Baseapproachin that
serviceclientssendkeep-alve servicerequestsnsteadof using
redirectorstubs. AS1 maintainsa table mappingeachservice
requestto its associategerviceagent. A new servicerequest
causesAS1 to spavn a new serviceagent,andto enterthe ser
vice requestindagentpairinto thetable. A timeoutonaservice
requesin thetableindicateshe endof the servicelifetime, and
causeshetableentryto beremoved. A failedserviceagentwill
alsocausets entryto be removedfrom the tablejust the same
asin a Ninja Base.Servicerequestgontainthe currentsession
state,andserviceagentsareentirely soft state.

524 x 7: 24 hoursadayand7 daysaweek.

We runiPOPson Ninja Basesvhich shouldhave at leasttwo
nodesin the clusterfor load-balancingandfault tolerance. In
addition, we have addedsupportfor the keep-alve servicere-
questfrom AS1: call requestsare the servicerequests;Call
Agents are serviceagents. We run the PreferenceRegistry,
NameMappingService Personalctivity CoordinatoyandAu-
tomaticPath CreationServiceon Ninja Baseswhich handlethe
faultdetectiorandrecovery of thesecomponentsFor therestof
thepaper “iPOP” refersto an|ICEBERG-capabl®linja Base.

B. NameMappingService

PersonaMobility is a key mechanisnfor managingcommu-
nication acrossheterogeneoudevices from diversenetworks.
Theideaof PersonalMobility is to maketheperso#, andnotthe
communicatiordevice, bethe communicatiorendpoin{9] [40]
Theconcepis becomingmoreimportantaspeopleacquiremore
and more end devices. By using a singleidentity for anindi-
vidual, ICEBERG providesa level of indirectionto the desired
communicatiorendpoint.

In ICEBERG, we associateeach user with an ICEBERG
UniquelD (iUID). Thestructureof iUIDs is still anopenprob-
lemin ICEBERG.For now, aniUID takestheform of ane-mail
address. The NameMapping Servicemaintainsthe mapping
betweenthe users’variouscommunicatiorendpointsandtheir
iUIDs.

C. ICEBERGAccessoint

An ICEBERGAccessPoint(IAP) is a gatavay thatintercon-
nectsanaccessetwork with therestof theICEBERGnetwork.
It consistf hardwareandsoftwarefor transcodindetweerthe
signalingprotocolsandthe dataformatsusedby theaccesset-
work andthoseusedby the ICEBERG network. For keeping
track of eachstageof the call initiation processan AP main-
tainscall statemachinedor all the calls (eitherinboundor out-
bound)handledby it, in cooperationwith the accessetwork
signalingprotocol(like SS7);andthelAP issuedCEBERGcall
requestgo theiPOPs.

RunninganlAP onaNinja Basewould provide minimal ben-
efits, asan IAP includesa network-specificgatavay that may
containhardstatefor eachcall (afunctionof thesignalingproto-
col usedby theaccessetworks). Suchaccessetwork-specific
statecannotbe replicated thusthefailure of an AP causesll
calls handledby it to be dropped(asa comparisonthe failure
of a BaseStationControllerin the GSM network would cause
all callshandledby it to bedropped).Thus,it is the gatavay’s
responsibilityto provide the appropriatdevel of faulttolerance
for its accessetwork.

D. Call Agent

A Call Agentis a serviceagentthat performscall setupand
control for a caller’s device. A Call Agentinteractswith the
ClearingHousefor resourceresenation, call admissioncontrol
andaccountingwith a NameMappingServiceto resolhe caller
or calleeidentitiesor addressesyith the PreferenceRegistry
for the desirablecall receving device, andwith the Automatic
Path CreationServicefor dataflow establishmentThereis one
Call Agentperdevice percaller. An iPOPspavnsa Call Agent

61t is possibleto nameroles (e.g.,departmenthair graduateadmission)as
well asindividuals.



on a nodein the clusterwhenever a call request(for eitheran
inboundor outboundcall) arrivesattheiPOP The Call Agentis
keptalive by theperiodiccall requestfromiits client (thedevice
orits IAP). The Call Agentis terminatedvhenthe call requests
ceasafterthe device hangsup.

We choosenot to build Call Agentsor iPOPsaspart of the
IAPs for threereasons.First, call setupandcontrol within the
ICEBERG network is the samefor all accessetworks. It is
not desirableto duplicatethis functionality in the IAPs of each
accessnetwork from the software engineeringpoint of view.
SecondsincelAP failurescausecall drops,we wantto mini-
mizetheamountof logic in IAPs, andthereforemake themless
failure-prone.Lastly, building iPOPinto anlAP doesnot scale
to a large numberof calls asan accesmetwork gatevay con-
tainedin anlAP canonly handlealimited numberof calls,while
aniPOPasa separatentity canhandlecalls from mary IAPs.
The benefitof this decouplingis thatIAPs arethe only access
network dependentomponents.All otherICEBERG compo-
nentsaredesignedn anetworkanddeviceindependentashion.
This greatlysimplifiesthe expansionof ICEBERGt0 new net-
worksanddevices.

E. AutomaticPath CreationService

The AutomaticPath CreationService(APC) establisheslata
flows betweercommunicatiorendpoints A datapathis anab-
stractionof a dataflow — a setof transcodingpperators strung
togethemusingconnectos [21]. An operatoris a unit of compu-
tationon somedata,anda connectois anabstractiorof the Ap-
plication Data Unit (ADU) transportmechanismbetweentwo
operatorge.g., RTP connector UDP connector etc.). For in-
stancea seriesof codecoperatordollowed by a speech-to-tet
operatoiis a path. Data pathis a powerful conceptor enabling
communicationamongheterogeneousnd-deices becauseof
its flexible servicecomposability

In our architecture,Call Agentsmake requestdo the APC
servicefor datapathcreation.The Call Agentsprovidethe APC
servicewith endpointinformation, suchas the endpoints ad-
dresg(e.g.,IP addressandport numberfor a desktopphone the
phonenumberand cellular gatavay addressor a cell phone)
andtransporfprotocol(e.g.,RTP). Theemplogymentof APC en-
capsulateshe datapathcreationandinstantiationprocessrom
therestof the systemandcleanlyseparatedatafrom control.

F. ClearingHouse

The ClearingHouse(CH) is a third-party entity (outsidethe
ICEBERG ServiceProviders)thatmanageshe traffic flow be-
tweenthe ICEBERG Network plane and the ISP Plane(Fig-
urel). Thisentity interpretstraffic specificationsecevedfrom
theiPOR andsearchefor theoptimalpacletflow pathfrom the
sendetto therecever on the ISP plane. The CH alsomaintains
resourceresenationsacrosslSPs, performsadmissioncontrol
and provides authenticatiorand securebilling servicesto the
ICEBERGarchitecture We assumeahatthe CH canbetrusted
by both the ISPsand ICEBERG, and ISPscooperatewith the
CH for resourcaesenation. We illustratethe CH architecture
in moredetailin SectionVI.

Notethatthe paclet flow pathis differentfrom the datapath
describedn the previous section: the former describeghe se-
quenceof ISPsthe pacletstraverse,while the latterrefersto a

sequencef operatorassociateavith connectorsWe will shov
in SectionV-A thateachdatapathis containedn oneiPOR so
theoperatorsandconnector®f a pathlive onthesamelPOPR

G. PrefeenceRaistry

To achievethegoalof customizabl&eommunicatiorservices,
we needmechanismdor user preferencemanagement. The
PrefeenceRayistry is sucha servicethat storesand processes
userpreferenceslt takesasinputthecallerID, calleelD, time
of day, anddynamicuserinformation(e.g.,currentlocationor
currentuserbehaior), and returnsthe callees preferredend-
point (e.g., cell-phonenumberor e-mail address).During call
setup the Preferencdegistry is queriedfor a callees preferred
endpoint. Userscorvey their preferencegsuchas when they
wantto be called,on what device, by whom) usinga tool that
generatescripts(e.qg.,Perl,Tcl, or somecall processingpecific
scriptinglanguagepndstoresthemin the Preferencdregistry.

H. PersonalActivity Coordinator

The Personal Activity Coodinator (PAC) assiststhe Pref-
erenceRegistry for more powerful servicecustomization.The
PAC tracksa users currentactivity (for example,“Alice is on
her cell phonewith Bob, who is a VIP") and other dynamic
events,suchasa users currentlocation, or the call statusof a
device—busy, on-hold,etc. The PAC allows usergo controlpri-
vagy policies,suchaswhichinformationis trackedandto whom
theinformationcanbereleasedTheinformationmaintainedn
the PAC is usedby the PreferencdRegistry asadditionalinputs
and hints in processinguser preferences.This informationis
storedas soft state. Somedefault userbehaior is assumedf
the PAC doesnot provide ary information.

I. Anlllustration

In thissectionweillustratehow ICEBERGcomponentsvork
togetherto provide apersonalizeatall handlingservicethrough
a scenario:Alice usesher cell phoneto dial Bob’s cell phone
number Bob currentlyprefersto receive phonecallsfrom Alice
on his office PSTNphone.

The call from the cell phoneis interceptedcat an AP (or one
could imaginethat Alice first dials into an IAP). The IAP lo-
cated aniPOPfor Alice andissuesan ICEBERG call request
to the iPOR The iPOP informs the CH aboutthe call request
sothatthe ClearingHousecanmalke resourceaesenations,per
form admissioncontrolanddo accounting.If the call is admit-
ted, the iPOP spavns a CA to serne Alice’s cell phone. The
CA first findstheidentity of the calledparty (i.e., Bob), aswell
asthe location of Bob's PreferenceReagistry, usingthe Name
Mappingservice.lt finds Bob’s preferredendpointandreturns
an appropriatédPOP for reachingthe calle€, from his Prefer
enceRgistry. The calleeiPOP alsointeractswith the CH for
resourceresenation, admissioncontrol and accounting. Next,
Bob'siPOPspavnsa CA to sene Boh. This CA thenlocatesa
PSTNIAP to ring Bob’s office phone.WhenBob picks up the
phone,the CAs interactwith the APC serviceto establishthe
datapath. From this point on, Alice andBob arein corversa-
tion.

"This canbe donethroughsomeservicediscorery service.
8pleasaotethatthe preferredcall receving endpointitself is notreturnedor
userprivagy.



IV. THE ICEBERG SIGNALING SYSTEM

A signalingsystenis a collection of network elementsCall
Agents(CA) in our case thatusea communicatiorprotocolto
effectcall setup routing,andcontrol. In this sectionwe present
the ICEBERG s signalingsystem.We follow the sameapproach
of separatingignalingfrom dataasin mary othercommunica-
tion systemsAlso, our signalingprotocolis independenof the
accesqetworks. Detailedsecuritymeasuredor signalingare
presentedn SectionViIl.

Currenttelecommunicatiosystemalesignedheir signaling
protocols,suchasSS7for the PSTN,to supporttwo-partycalls
with homogeneouslevices(i.e., telephones)asthe basic call
service Additional servicessuchascall forwardingandcon-
ferencecalls,areimplementedhroughoverriding,augmenting,
andreusingthebasiccall signalingprimitives.As aresult,these
servicedncur extra expensego users.In ICEBERG,we aimto
provide moresophisticatedbasicserviceswith little costto users
while enablingmore powerful servicebuilding primitives. Our
architecturesupportsmulti-device communicatioras the basic
call serviceandallows it to becomea commoncase.A multi-
device call caninvolve anunlimited numberof participantsand
heterogeneoudevices (for example,usinganaudiotool anda
videotool togetherfor a call). Theseprimitivesmake services,
suchas conferencecalls, call forwarding,and a novel service
called servicehandof, trivial to implement. We detail this in
SectionV. We assumghatin a multi-devicecall, thecall partic-
ipationis invitation-basedandnot subscription-basediny call
participantcaninvite new partiesto join thecall.

A multi-device call canbe highly dynamic. New devices(or
new call parties)may be invited to join the call (possibly si-
multaneously)andthey mustestablistdataflows with eachcall
participant. A participatingdevice may leave the call, andits
CA needgo teardown a portion of the datapath. In addition,
CAs that sene the call may fail, thenget restartedwith a nen
identity ata new location. Thenew CA mustobtainthe current
stateof the call (suchasthe currentcall membershipand de-
vice status)includingthe statechangeshat occurredduringthe
fault recovery process.Network partitionsmay alsooccur, and
thenare healed. The statechangesccurringin eachpartition
must be capturedby the participants. The signaling protocol
mustaddresghe issuesof maintainingaccuratecall member
ship and capturingthe completecall statein faceof ary faults
andin a scalablefashion. To our knowledge, thesehave not
beenaddressedffectively in otherinternetTelepholy signaling
protocols.

For callmembershipwe introducethenotionof acall session
amongacollectionof communicatindCAs. Thecommunication
is broadcasinessaget asharedyroupcommunicatiorchannel
per call sessionratherthanpairwisecommunicationdetween
CA pairs. This yields scalabilityto a large numberof call par
ticipants.The channebffersalevel of indirectionthathidesthe
identity andthelocationof the CAs andrelieveseachCA from
maintainingthe dynamicsessiormembership- this effectively
addressetheissueof membershiglynamics.

Now we turn to the issueof call state. New participantsin
acall sessiordo not have the sessiormembershipnformation,

9A call party canusemultiple devicesat the sametime in a coordinatedwvay:.
If thesedevicesareusedin anuncoordinateavay, thenthe call partyis merely
makingmultiple calls atthe sametime.

andthereforedo not know whereto obtainthe completesession
state.We rejecttheapproactof usinga centralizedsessiorstate
manager This would introducea single point of failure anda

bottleneckin the control pathsinceall stateupdateanustflow

throughit. Finally the single entity managingcall statemust
alsoimplementrigorouserrordetectionandrecovery, incurring

protocolcomplexity andimplementatioroverhead.Rather we

maintainthe call stateas soft state[6]. Soft stateis defined
operationallyas statethat is periodically refreshedby update
messagesProtocolactionsaretriggeredby nev messageand
timer expirations. Becausehe sessiorstateis sentto the call

sessiomperiodically (seeSectionlV-B for details),newcomers
to a sessionwill automaticallyobtainthe currentsessionstate
throughtheseupdatemessageéwith somelateng).

The useof the sharedgroup communicationchannel,com-
binedwith a soft stateprotocolfor call statemanagementnaps
perfectlyontotheLight WeightSessiofLWS)architecturg33].
LWSis describechsa lightweight (soft state),loosely-coupled,
anddecentralizedanorymousCAs) communicatiormodel. We
uselP multicastasthesharedyroupcommunicatiorchannebnd
call sessionareidentifiedby multicastaddresses.

Using onemulticastaddresger call sessiorraisestwo scal-
ability concerns:multicastaddresscarcityandscalingrouting
stateto alargenumberof smallmulticastgroups.Thefirst prob-
lem, dueto the flat IPv4 multicastaddressspace,will vanish
with the deploymentof IPv6 [4], MASC [18], or with new IP
multicastmodelslik e SimpleMulticast[14] andExpresaViulti-
cast[19]. For the secondproblem,by pushingthe routing state
to edgeroutersof thebackbond5], or to endsystemg28] (such
asiPOPs),andbuilding the control structureacrosstheseedge
routersor end systemshroughtunneling,the accumulatiorof
the routing statefor all the multicastgroupsin the backbone
is prevented,and this yields scalability to a large numberof
groups.

Oursignalingprotocolconsistof two phasescall sessiores-
tablishmentindcall sessiommaintenanceThefirst phasds the
formation processof the call sessionnamelyinstantiatingthe
CAs, which in turn join the multicastsession.The latter phase
involvesexchangingcall statesamongthe CAs in the session,
and createsor modifiesthe datapath basedon the call states.
In [39], we describedour signalingapproachand call session
maintenancén greaterdetail.

We first describethe call sessionestablishmenprotocolin
SectionlV-A, thenthecall sessiomaintenancandcontrolpro-
tocolin SectionlV-B.

A. Call SessiorEstablishment

The communicationin this phaseis pairwise amongCAs.
Group communicatiorntakes placeafter the sessions initially
establishedSectionlV-B).

Figure2 shavs the messagélows andstatetransitionsin call
statemachine®n IAPs duringa call sessiorestablishmentwe
usedthefollowing techniquesgo provide afaulttolerantcall ses-
sionestablishmenprotocol:

« Forall thecallshandledby anlAP, thelAP senderiodic,
idempotent,and statefulICEBERG call requestsastheir
keep-alve heartbeatsto their servingiPOPs. The call re-
questscontainthe currentstatein the call statemachines
maintainedon thelAPs, andareidentifiedby thecall party
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iUID andhis/herdevicein use.

« The call requestsare handledby the call statemachine-
aware(but softstate)CAs. An iPOPmaintainsatablemap-
ping eachcall requesto its associateA justthe sameas
in AS1. iPOPsareresponsibldor routingthecall requests
andothermessaget their servingCAs, or spavning new
CAs for new call requests.Basedon the call statecarried
in acall requestthe CA performsappropriateactionssuch
asnamelookupor Preferencdregistry lookup, etc.

« CAs adwancethe call statemachineson the IAPs to the
next stateby sendingperiodic “InstallState” messageso
thelAPs until call requestsvith the new statearrive atthe
CAs.

o InteriPOPcommunicatioralsotakesthe form of idempo-
tent soft stateheartbeatmessagefor the detectionof net-
work partitionsbetweertheiPOPs.

The natureof soft stateandidempotenmessagesnablesur
protocol to recover gracefully from transientfailureswith no
extralogic in additionto the normaloperation.In addition,pro-
longedfailurescanbe detectecandthe appropriateclean-upac-
tionstakenin reactionto them.

Now weillustratethefault detectionandrecovery of our pro-
tocol in detail. CAs arekeptalive by the periodiccall requests
from IAPs. Whena CA fails, thenext call requeswill causehe
iPOPto spavn anew CA for thecall. Thecall requestontains
sufficient statefor the new CA to continuethe serviceof the
call. A timeouton call requestsndicatesthat eitherthe caller
hashungup the call or the IAP is network partitionedfrom the
iPOP As aresult,the iPOPterminateghe associatedCA, and
removesthecall requestndCA pair from its table.

Timeoutson the heartbeatdetweenthe two iPOPsindicate
an extendeddurationof network partition betweenthe iPOPs,
andthecall establishmenis aborted.

iPOPsalsosendheartbeatso IAPs sothatthe IAPs cande-
tectnetwork partitionsbetweerthemselesandIAPs (notshavn
in thefigure). A non-transienhetwork partition causesan IAP
to usean alternatve iPOPto continuecall establishmentThe
heartbeatbetweenthe two iPOPscorvey the new identity of
theiPOPto the otheriPOR The soft statemessagesxchanged
betweerthetwo iPOPseliminatethe needfor explicit errorre-

coveryonbothiPOPs.

B. Call SessiorMaintenanceand Contmol

Following the call sessionestablishmenphaseis the call
maintenancghase.During this phasethe call participantsamay
hangup or interactwith their devicesin the middle of the call
(e.g.,invite anew call party, switchto a new device, or perform
call forwarding, etc.). This phaseinvolvesalteringand propa-
gatingcall statesto all the CAs in the establishedtall session.
The call stateof a call sessiorincludescall partyidentities,the
involved communicatiordevicesandtheir status(e.g., busy or
on hold), datapathendpointinformationfor all thedatastreams
in the session(e.g., IP addresseand port numbersof the data
streamend points, locationof transformatioragentsetc.),and
thetimethecall stateis sent.Maintainingdynamiccall sessions
and carrying out the control functionsin a fault tolerantfash-
ion completeghe designof a robust signalingsystem. In this
sectionwe describethe controlprotocolin detail.

EachlAP periodicallysendsthe call requestwith the Estab-
lished stateto the iPOP in this phase,as shovn in Figure 2.
The call requestontainsthe call stateof its endpoint. The call
stateis oneof therowsin Tablel. TheCA, in turn, periodically
announceshe call statein the call requestto the call session.
At the sametime, the CA alsolistensto the multicastchannel
andrecevescall statesof the otherendpoints.Hence eachCA
maintainghe completecall stateof a call sessiontheentireTa-
ble I, eachentry of which is uniquelyidentifiedby “iUID” and
“Device” (the primary key of the table). The reliability of call
statepropagations ensuredsimply by periodic retransmission
overthelifetime of thecall session.

[ iUID | Device | Status| PathEndpointinfo | Timesent |
alice@domainl.com laptop busy 123.3.4.5/9876 13:34:45:79
bob@domain2.com| cellphone | busy gw: 10.3.2.2/66 13:34:42:87

time slot: 5
TABLE |

CALL STATEIN A CALL SESSION



The combinationof periodicity and the use of multicastis
often called the announcel/listermodel in the literature, and
is appropriatewhere eventual consistencyatherthan transac-
tional semanticsaresufficient. A desirablepropertyof the an-
nounce/listermodelis that componenfailuresaretoleratedas
normaloperationsratherthanaddressethrougha separatee-
covery procedurgl]. Recaoreryis enabledby simply listening
to channelannouncements he announce/listemodelinitially
appearedn IGMP [7], andwasfurther developedandclarified
in systemssuchasthe MBone SessionAnnouncemen®roto-
col [32].

Whena CA recevesa new call state(i.e., if the states key
cannotbefoundin the call statetable),it knowsthata new end-
pointjustjoinedthe call sessionandthis CA needgo establish
a datapathto the new device throughthe Automatic Path Cre-
ation Service(morein SectionV-A). Call statechangegfor ex-
ample,changingthe datapath endpointinformation) are made
by thelAPsthroughperiodiccall requestsvith themodifiedcall
stateandthenthemodifiedstatels propagatedo thecall session
throughthe CA's periodicannouncementdVhena CA receves
a modified call state,the associatediatapathwill be modified
accordingly

EachCA of asessioris obliviousto thetransienfailuresand
recovery of the other CAs, sincethe recoveredCA only needs
to join the signalingmulticastgroup and re-huild the call ses-
sion state(including the additionalsessiorstatechangesnade
duringthe CA fault recovery). Prolongedfailuresof a CA will
causethe device it senesto be cut off from the session. Ex-
tendednetwork partitionsamongiPOPsinvolvedin a call dur
ing this phaseare detectecdy the call statetimeouts,andfor a
multi-party call, the call may be partitionedinto multiple calls.
Nonethelesghepartitionedcallswill automaticallyre-integrate
whenthe network partitionsarehealed.

Despitethe simplicity of the design,this schemehandlessi-
multaneousall statechangest multiple CAs gracefully

We areinvestigatingthe appropriatechoicefor heartbeatn-
tervals. This variableaffectsthetime to recognizenetwork par
tition andIAP failures.

C. Discussion

Thesignalingsystendescribedbose meetghefollowing de-

signgoals:

« Fault Tolerance: Throughthe useof lightweight call ses-
sionandsoft stateprotocols the signalingsystentolerates
componenfailures,adaptsto dynamiccall sessiormem-
bershipanddetectsetwork partitions.

« Scalability: The useof groupcommunicatiorratherthan
pairwise communicationfor signaling scalesto a large
numberof call participantsn acall.

« Network and Device Independence: Our signalingpro-
tocolis designedo beindependendf the accessietworks
anddevices.

V. SERVICE CREATION

Easyservicecreationis an essentialgoal of the ICEBERG
architecture.The conceptof a datapathis an enablerandsim-
plifier for servicecreation,which we discussin SectionV-A.
Our signalingprotocol primitivesand otherICEBERG compo-
nents,suchasthe PreferencdRegistry, NameMappingService,

PersonalActivity Coordinatoralsoempaver novel servicesand
simplify their creationprocesswhich we illustrate in the fol-
lowing sections.

A. DataPath, a Simplifier

Data path constructionestablisheshe flow of databetween
the communicatiorendpointsof differentcall parties. A path
consistsof a sequenceof operatorsand connectorg(see Sec-
tion Ill). The power of the path conceptcomesfrom the flex-
ible composabilityof operatorandconnectorsGiventwo end-
point dataformatsandlocations the APC serviceautomatically
constructa path consistingof a sequencef operatorswith ap-
propriateconnectorsand maintainsthe pathin a fault tolerant
fashionby restartingfailed operatorsandconnectorsWe do not
yet have a full-fledged Automatic Path CreationService. The
currentAPC serviceonly createsandplacespredetermineap-
eratorsat the appropriatdocations. An operatordescriptionis
associatedvith eachoperatorfor its creation(which codeto
execute), placement(which hostin the cluster), and destruc-
tion (whatto cleanup after the operatorterminates). Modify-
ing a datapathinvolveschangingthe operatordescriptionsand
restartingor modifying the currentlyexecutingoperators.

Creatingpathsin the wide areaand maintainingthemin a
faulttolerantfashionarethe main challengedor datapathcre-
ationandmaintenanceA centralizedAPC serviceresponsible
for instantiating executing,andmaintainingthe pathsis notap-
propriatefor the wide area,becausevhenit is out of service
(from hostcrashe®r network partitions),it orphansall thepaths
it maintaingwith operatorandconnectorsunningon different
hosts). In addition, the reality of the multiple independenser
vice providersprecludeghe practicality of usinga centralized
APC service.

Distributedpathcreationandmaintenanceosedifficult ques-
tionsof pathownershipandaccessontrol(i.e.,whois allowed
to createor destrg paths).Also, our signalingprotocolis based
on an asynchronougsoft state),anorymous® (using multicast
addresssalevel of indirectionandtherendezwus)groupcom-
municationmodel,which makesthe protocolincompatiblewith
synchronougath creationand maintenancebetweenpairs of
endpoints.Multiple ownersof a single pathwould needto co-
operatesynchronouslyto createanddestrgy the path,soa path
shouldbe ownedby only oneentity. Thisis somavhatcounter
intuitive since a path describingthe communicationbetween
two devicesdoesindeedinvolve two endpoints,andtherefore,
thepathis percevedto be ownedby thesetwo endpoints.

Insteadwe presentdifferentview for this scenariowith the
following additionalinformation: an intermediatedataformat
(thatmaycoincidewith thedataformatsupportedy eitherend-
point). From eachendpoints view, all it needsto dois to con-
structadatapathto sendandreceve datausingtheintermediate
dataformat. This essentiallydecomposeshe communication
betweentwo devicesinto two pathswith the output datafor-
mat of one paththe sameasthe input dataformat of the other,
namelythe intermediatedataformat. This way, eachendpoint
ownsits half of thepath,andit createsanddestrysthedatapath
autonomouslywith no needto synchronizewith the otherend-

10 Anorymity hererefersto thefactthatarny CA is obliviousto dynamicses-
sionmembershipanddoesnotmeanthatarnyonecanparticipatethecall session.
In fact, call participationis invitation basedandnot subscriptiorbased.



point. Eachhalf-pathcanbe composef operatorsall running
onthesamaPOPthatis servingtheendpointsoit is reasonable
to runasingleAPC serviceon eachiPOP(wherenetwork parti-
tionsarerare),responsibldor creatinghalf-pathsfor endpoints
servicedby thatiPOPs.Lik e ary Ninja service the APC service
will behighly availableandfaulttolerant.

The intermediatedataformatis determinedn the following
manner EachiPOPknows whatoperatorsandconnectorst has
andwhich arerunning. Therefore,it canexport a list of data
formatsthatit supports During the call setup the caller'siPOP
obtainsthis list from the callee5 iPOPR Thenit selectsa match-
ing dataformat asthe intermediatedataformat. We currently
take thefirst match,but we areinvestigatingnoresophisticated
algorithmsthatselectthe mostcost-efective dataformatfor all
call participants.

Now we addresghe failure modesof datapaths. Datapaths
are separatedrom control paths, exceptat an IAP, sincethe
network-specificgatavay interactswith both the control and
datacomponent®f theaccessetwork. Thus,thefailure of the
IAP will jeopardizethe datapathaswell. However, failures(al-
thoughunlikely) of Call Agents,NameMapping Seners, and
PreferenceRagistrieswill not affect the datapath. Failed op-
eratorsand connectorsn a datapatharerestartecby the APC
servicerunningontheNinja Base.

B. Multi-device Call Primitivesfor EasyServiceCreation

The operationsthat carry out the basiccall serviceare the
primitivesfor additionalservices By having multi-device com-
municationsasthe basiccall service,we have enrichedthe set
of the building blocks. The multi-device call operationsare
addinga new communicatiorendpointof ary type to the call
and removing an existing communicationendpointfrom the
call. Changinga communicationendpointaddsthe new end-
point, andthenremovesthe existing one. Serviceshatrequire
endpointchangessuchascall forwardingandcall transfer can
beimplementedtasilyon top of theseuserinitiated operations.
For example,call forwardingcanbeimplementedy having the
forwarderinvite the forwardeeendpointandthenleave the call.

Servicehandof is anotherexample. It occurswhen users
changetheir communicationdevices during a call. Service
handof enablesservicemobility, the ability to retainaccesgo
servicesasusersswitch betweemetworks. In telecommunica-
tions,theterm“servicemobility” usuallymeans'serviceporta-
bility”, the ability for diversenetworks to shareuser service
profilesandto carry out the sameset of servicesin eachnet-
work [15]. However, whenonecrosseshenetwork boundaryin
the middle of a servicesessionthatserviceis terminated.The
usermustthenrestartthe servicein the new network. In con-
trast, servicemobility providesseamlessntegrationof hetero-
geneouslevicesfrom diversenetworks, asif they areaccessing
thesamenetwork, achieving thegoalof PotentiallyAnyNetwork
Service(PANS).

Servicehandof canalsobeviewedasageneralizeaall trans-
fer service. Insteadof call transferringbetweenhomogeneous
telephonesservicehandof allows oneto performcall transfer
acrosdliversedevicesfrom heterogeneousetworks.

Now imaginethefollowing servicehandof scenarioAlice is
onhercell phone.Shewalksinto herofficeanddecidego hand-
off thecall to herlaptoplP phone.Shedoesthis by first pressing

somekeys on her cellular phoneto indicatethe intent andthe

targetof a servicehandof (e.g.,"*SHIP” — ServiceHandof to

IP phone).TheservinglAP thatcontainsa cellulargatevay in-

terceptshe DTMF (Dual-ToneMulti-Frequeng) or touch-tone
messagandrelaysit to the servingCall Agentfor Alice’s cell

phone.The Call Agentlooks up the endpointinformation(the

IP phones IP addressandport numberin this case)in the Pref-

erenceRggistrywith theinputof Alice’siUID andendpointype

(“IP™). Thenthe Call Agentinvitesthe IP phoneto join in the

corversation asillustratedin SectionlV-A (i.e., the operation
of addinga communicatiorendpointto a call'?). Finally, Alice

turnsoff hercell phone which informsthe Call Agentthatwas
servingthe cell phonethatit shouldleave thecall (i.e.,theoper

ation of removing anendpointfrom the call) andcompleteghe

servicehandof.

C. ICEBERGComponentsas ServiceEnables: Our Experi-
ence

C.1 Universalln-box

The Universalln-box is a servicethatenableghe userto re-
ceive or retrieve voice mail, e-mail, phone-calls fax, instant-
messagesetc. in a unified fashion. It featuresan ary-to-ary
communicationcapability betweenthe different endpoints(e-
mail to fax, voice-mailto e-mail, pagermessagéo phone-call,
etc.). Thisapplicatiorwasoneof thefirstwe built ontop of ICE-
BERGandit drove muchof theinitial design.It exemplifiesthe
deviceindependencandpersonalizationaspect®f ICEBERG.
Device nameindependencés provided by the NameMapping
Service.Devicetypeindependencis enabledy thel AP (which
doestheprotocolcorversion)andthe APC service(which takes
careof any dataformatcorversionin agenericfashion).

The PreferencdRgyistry providesa cleanmodelfor the per
sonalizatiorfeaturesof the Universalln-box. We have built the
PrefeenceManager, a graphicaltool thatallows usersto con-
venientlyspecifytheir communicatiorhandlingpreference$or
the Universalln-box.

The Universalln-box startedwith supportfor just two end-
points: cell-phonesandvat (desktopaudiotool). We have since
addedsupportfor voice mail, e-mailandrecently interfacedto
an instantmessagingystem. The no-frills interfaceto the in-
stantmessagingsystem,which is lessthan 300 lines of Java
code(with the appropriatecallsto the otherICEBERG compo-
nents)washalf a day’s work. Althoughwe did not have a fully
functional APC serviceduring theseadditions,we have found
addinga new dataformatandaccessetwork to be straightfor
ward. This simplicity is dueto the cleanseparatiorbetweerthe
ICEBERG componentsvhich providesdifferentlevelsof inde-
pendenceThus,this applicationhasgiven us goodexperience
in building serviceghatareextensibleto new endpoints.

C.2 JukeboxServiceon ICEBERGendpoints

The Jukebox service was built as part of the Ninja
project [11], independentof ICEBERG. It plays MPEG3-
encodedsongsstoredon the disksin a clusterof workstations.

As anexercisein testingthe easeof introducingnew services
in ICEBERG, we have built a virtual IAP (with no actualac-
cessnetwork gatevays,but similar to a proxy) for the Jukebox

11 A datapathis not createcbetweertwo devicesof onecall party



servicethatmakesthe servicebehare asanICEBERGcommu-
nicationendpoint. This IAP handlescallsfrom ary ICEBERG
endpointto the Jukeboxserviceandmaintainghecall statema-
chineon behalfof the Jukebox. The specialfunctionalityin this
IAP is its ability to interpretrequestsssuedo the Jukeboxfrom
the caller, suchasthe nameor ID of the song(this couldbe en-
teredas DTMF signalsfrom the caller’s device suchasa cell
phone). Thentheserequestsare translatecto regular Jukebox
servicerequestgor the Jukeboxservice.

The easeof introducingnew servicess demonstratety the
factthatbuilding the single AP wassufficientto make the ser
vice availableto any ICEBERG endpoint. Implementinga no
frills 1AP requiredonly 500 lines of Jasa code,mostof which
implementedhe proxy functionality.

The Jukeboxserviceis now availablethroughthis IAP to the
endpointsn our testbed GSM cell phonesandIP desktopau-
dio applicationsyvat We expectthat aswe add othertypesof
endpointgo our testbedlike the PSTNphone) the servicewill
beimmediatelyaccessiblédrom thoseendpointsaswell.

D. RoomContml Service

We have implementeda complex composableservice for
multi-modal control of smartspacesusing several of the ICE-
BERG accesqetworks. The end-deiceswe connectedo the
systemincludeadesktopcomputelGUI, microphoneandspeak-
ers,a cell phone,anda 3ComPalm Pilot PersonaDigital As-
sistant. Userscan usegraphical,text, or spealerindependent
speech-basedserinterfacego interactwith oneanotherandto
controlthe A/V resourcesn severalroomsin SodaHall.

The SmartSpace<Control (SSC)sener usesthe Automatic
PathCreationserviceto createapathbetweerthesendeandre-
cipientthatperformsary necessaryranscodingge.g.,transcod-
ing GSM-encodeaudioto PCM-encodedudioor performing
speech-to-tet recognition).Usinga controlchannethatis par
allel to thedatachannelwe candynamicallycustomizethe op-
erators(e.g.,the speechrecognizerusesa constrainech-gram,
baseduponroomcontrolcommandsto improverecognitionac-
curag andspeed).

The implementationof the SSC applicationsleveragedthe
ICEBERG and Ninja infrastructureand was completedwith
only 1000lines of codein only a few person-monthsf work.
Extendingthe applicationshasbeenequallyeasy Adding sup-
port for a graphicalPersonaDigital Assistantusinga GUI in-
steadof speechrequiredonly two hoursof work.

We arecurrently extendingthe speectrecognitionoperators
to includemoresophisticateaperatorssuchaspauseaemoval,
pitch emphasisietection time codeextraction,andconfidence
extraction.

VI. CLEARING HOUSE: RESOURCE ALLOCATION AND
BILLING

A. Overviav

In this section,we describeour initial designof the Clear
ing House(CH), which coordinatesheinteractiondbetweerthe
ICEBERG Network planeandthe ISP Plane(Figure1). The
structureof CH is designedfor efficient provision of resource
resenationsandsecurebilling of services.In addition,the CH
mustscaleoverbothdistanceandnumberof ISPsto supportthe
operationof ICEBERGIn thewide area.
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To make the CH scalableto a large userbaseover a wide
areanetwork, we areimplementinghe CH asahierarchicaldis-
tributedsystem We assumehenetwork to becomposef vari-
ousbasicdomaingbasedn eitheradministratve or geographic
boundaries)with minimal domainoverlap.In ourdesign phys-
ically adjacentdomainsare aggreyatedto form biggerlogical
domains This inducesa hierarchyof logical domainsin the
network anda distributed CH is associatedavith eachof them.
At eachlevel, multiple CH’s sharethetaskof searchinghrough
thelSPspacdo construcinter-domainsubpathsaswell asstor
ing this informationfor future usage Whena call betweenwo
endpointsaacrosghewide areais requesteda recursve call will
be madefrom the parentlevel of the CH hierarchyfor a path
betweenra local ISP andan adjacentdomain. The childrenCH
nodeswill performthe local searchautomaticallyto construct
pathswhich spanto the boundaryof theadjacentdomain.

The implementatiorof the CH is still on-going,and further
studiesareneededo mapthe CH hierarchicaltreeandits logi-
caldomaingo theexisting Internetthatspananultiple adminis-
trative domainswithout cleargeographicaboundaries.

B. ClearingHouselnfrastructue
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T Sl
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: Status

v
' ICEBERG
‘. Domain 1

‘ [ credit Based Reservation

1. Call Specifications
2. Search for Optimal Path

3. Reservation Requests & Clustered Billing Tickets|

4. Reference to Billing Statement

Fig. 3. A High-level view of the CH architectureduringcall setup.

First, we demonstraténow the CH handlesthe varioustasks
by describinga typical sequenc®f eventsthat take placeafter
a call setuprequestarrivesat the iPOR aslabeledstepsl-4 in
Figure3:

1. iPOP passegall specificationsto the CH.
WhentheiPOPrecevesanew call requestijt looksup the
Name Mapping Serviceand PAT to locatethe caller and
the callee,and obtainstheir preferredcontactpoint from
theirrespectie PR (SectionlV-A). TheiPOPthencontacts
the CH, andpasseslongthe following call specifications:
[caller location,calleelocation,enddeviceof contact traf-
fic statistics,desiled quality of service misc.]

2. The CH performs an optimal path search.

The CH usesdits internalcacheinformationaboutinter-ISP
resenation statusandthe call specificationdo searchfor

theoptimalend-to-engacketflow paththroughlSPs.This

pathis optimizedbasedon the desiredquality of service
(e.g.network lateng), andresenationavailability.

3. The CH sendsresewation requestsand billing ticketsto
ISPs.

The CH aggreyatesresenationrequestandbilling tickets



for calls that travel throughthe samelSP. After a preset
time period, the clusteredresenation requestsandbilling
ticketsaresentto eachof thelSPsinvolvedin the path.

4. The CH authorizesthe ISPsin the path.

If sufficientresourcesreresenedalongthe optimal path,
thecall is admitted.

Admission Control: If the CH fails to locateary links with
sufficient resourcesesenedto completea choserpath,the CH
will eitherblock the new call, or rengyotiatewith the iPOP for
theamountof requiredresourceso carrythecall. Thedecision
involvessometrade-ofsin theuserpercevedquality of thecall,
the costfor increasinglyscarceesourcesandtheadditionalla-
teng/ to completethe call setup.

In the following discussionswe elaborateon how the CH
providesresourceresenationandsecurebilling servicesto the
ICEBERGarchitecture.

B.1 ScalableResourcdreseration

We proposea credit-basedesourceresenation schemeof
which onevery importantfeatureis that the resourceresena-
tionis notperformedon a percall basis put ratheris aggrejated
overvariousconnectionghatusea particularlink. As shovnin
Figure 3, resourceresenationsare setup from ISP to ISR in-
steadof end-to-endTheneighboring SPssendregularupdates
tothe CH which keepdrackof the"resenationstatus”.e.,how
muchof the availableresourcesrecurrentlyresenedon a par
ticularlink. Thetruthfulnessof suchupdatesanbe verified by
companiessuchas InverseNetwork Technology[29]. An ISP
paysanothel SP a certainamountof creditto reseneresources
for a presettime window, and one canenhancehe resenation
by increasingthe credit of the existing resenation, insteadof
requestinga separateesenation.

Sinceonlineresourceesenationis very costlyandtime con-
suming, the goal of our designis to minimize the amountof
perlink resenationthat hasto be doneduring call setupfor a
particularcall. In Step2 above, the optimal pathis chosersuch
that the numberof new perlink resourceresenationsis mini-
mized.

B.2 Billing

Oncethe CH finds the optimal path, it returnsan authoriza-
tion ticketanda billing ticket for eachlSPinvolvedto theiPOPRP
For eachaggregateresenationrequestthe CH sendghe autho-
rization ticketsin groupsto eachlSR Along with this, the CH
alsoperiodicallysendghe clusteredilling ticketsto eachlSP.

The iPOP handsthe pairsof ticketsto eachlSP on the path,
settingup the call in the process. EachISP authenticateshe
authorizationticket beforeallowing the call setup. After each
call ends,its billing ticket is keptin persistenstorage.At the
endof the regularbilling cycle, eachlSP aggrayatesits billing
ticketsandsendghemto the CH for lump settlemenpayments.

Security: We assuméhatthelSPstrustthelocal CH to store
their serviceinformation. The CH'’s securitystructuremustpre-
ventISPsfrom forging their own billing ticketsor unauthorized
call setupmessagesiVe provide a securesystemthatusesdigi-
tal signaturesandasymmetriandsymmetricencryptionto pro-
vide securitywhile maximizing performance(seefurther dis-
cussionsn SectionVIl). To reducethe CPUoverheadmposed
ontheCH by encryptionoperationsthe CH aggreyatesamultiple
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billing ticketsfor a given ISP within a fixed time window, and
providesadigital signaturefor the concatenatedilling tickets.

B.3 Discussions

The resourceresenation and billing mechanismalescribed

above meetthefollowing designgoals:

« Scalability: Resourceresenation requestsare madefor
aggreyateconnectionsnsteadof for individual users.Nei-
therthe CH nor the ISPsneedto maintainper connection
state. Similarly, the CH clustersthe correspondingdpilling
tickets for a presettime window before sendingthemto
ISPs.This allows the CH to scalenicely.

« Heterogeneity: The CH designprovidesresourceesena-
tion andbilling mechanismshat operateacrossheteroge-
neousaccesdetworks and services. Sinceresenation is
doneusingtime-basedredits,servicehandofs canbeper
formedwithout having to teardown resourcaesenations
on every link. This functionality supportsPANS andper
sonalmobility in ICEBERG.

« Minimize Signaling Overhead and Setup Time: The
flexibility in allowing existing resourceresenationsto be
enhancedjreatlyreducegshe needto setup new resena-
tions for every single link whenever a new call is made.
Sinceresenationsmay alreadyexist on somelinks in the
sendeito-recever path,both resourceaesenationandcall
setuptime canbereduced.The clusteringof billing tickets
alsoreduceghe amountof CPU overheadfor encryption
operationsandlessenshenumberof controlmessagethat
areexchanged.

« Inter-operability in the Wide Area: The CH'’s design
can easily be extendedto work with future Internetpro-
tocolsthatprovide differentservicelevels(e.g.,Differenti-
atedServiceor IntegratedServicewith RSVP).

VIl. SECURITY AND AUTHENTICATION ISSUES IN CALL
SETUP

ICEBERG s huilt uponthe untrustedinternet,which poses
privacy andauthenticatiorissuesn the call setupprocess.We
briefly discusgheseissuedn this section.

Authenticating Name Mapping Sewice lookup: This
lookup operationis an important step in call setup. Name
senersin our architectureareakin to DNS nameseners: they
areassumedo storepublic information. This abstractiorsim-
plifies the authenticationrequirementfor a Name Mapping
Sener (NMS) lookup — only the reply from the NMS needs
to be authenticatedandthe reply neednot be encrypted. We
usethe NameMappingServiceto bootstrapauthenticationit is
usedto getthe public key of any useror network infrastructure
componenthatis requiredfor furthercryptographicoperations.
We assumehe existenceof a PKI (Public Key Infrastructure)
for authenticatinghe NameMappingServicereply.

Preventing caller spoofing: Call setup(from caller A to
calleeB) involvesthelookupof B’s Preferenc&egistry (PR g)
by A’s Call Agent(C A4,). At thisstage PR hasto verify that
C'A; is avalid Call Agentof the callerto preventboguscallers.
In ourmodel,PR 4, userA’s Preferencé&eagistry, is considered
to bethe authorityof theinformationaboutthelist of valid Call
Agentsfor A. This modelis flexible: PR 4 canupdatethe list
whenthe usersubscribegor the servicesof C' 4; andinforms



PR 4 aboutit (throughanout of bandchannel).PR 4 canthen
issuea certificateto thateffectto C'A;, which canthenbe pre-
sentedo PR for therequiredauthentication.

Enforcing callee control and callee privacy: Thereis an-
other subtle requirementin the call setup processwhen the
originatingandterminatingcall agentscommunicat§C A; —
CA,): CA, hasto beableto verify that C A; hasindeedcon-
tactedPRg in therecentpast. Thisis to enforcecalleecontrol
anddisallowv callersfrom by-passinghePreferenc&egistry be-
forecalling. Ourapproacthio dealwith thisisto have PR issue
anencryptedsignedticketto C' 4. Thisticket, visible only to
PRp andC A4, is for one-timeuseonly, andhasan expiration
timestamp.Theticketis usedby C' A, for therequiredverifica-
tion. Call privagy is alsosupportedoy this mechanism:PRp
canhidetheactualendpointidentity of the calleeby encrypting
this informationin theticket.

Secue billing: To preventtamperingof billing tickets, we
needto provide authenticityguaranteesThe naturalchoiceis to
usepublic-privatekey encryptionwherethe CH digitally signsa
billing ticketwith its privatekey for authenticity Usingthedigi-
tal signaturea provider canauthenticateheorigin of thebilling
ticket, and provide undeniableproof of the chaged amount.
However, public key cryptographymposesa muchhigherCPU
overheadthan symmetrickey encryption. Our designchoices
directly impactcall setuplateng, andrequirefurther studiesof
thetrade-ofs involved.

Encryptionfor secreg in ary of the above stepsis donein
one of two ways: (a) by usingthe public key of the recipient,
or (b) by establishinga sharedsessiorkey beforeinformation
exchange.Both thesemethodscould involve extra round-trips
(for learningthe public key, or for establishinghe sessiorkey).
The latter method(establishedessiorkey) would be usedfor
secreg of the messagesxchangedduring call sessionmain-
tenance. Note that the use of IP multicastmakes call session
managementulnerableto denial-of-servicettacks. Nonethe-
less,new multicastproposals|ike Simple Multicast[14], offer
accesgontrolandpreventdenial-of-servicattacks.

The completecall setupprocesscould involve a significant
amountof latengy for all of the authenticatiorsteps. Fortu-
nately almostall of theauthenticatiorstepscanbeoptimizedby
cachingpreviousauthenticationnformation,public key lookup
information, or the pre-establishedharedsessiorkeys. These
optimizationscansave network round-trips,aswell ascrypto-
graphicoperationsatthe endpoints.

We arein the procesof implementingthesesecuritymecha-
nismsin our existing ICEBERGtestbed.

VIII. IMPLEMENTATION

To gain experienceand to iterate on our design,we have
beenimplementingiICEBERG componentsn a testbed. This
currently consistsof a GSM cellular base-stationlaptopswith
WaveLAN wirelessinterfacesaH.323gatevay, anda two-way
paging base-station.We have built 1APs for interfacing with
cell-phonesandIP-telepholy, andarein the procesof building
IAPsfor theH.323andpaginggatavays.

In termsof the other software componentswe have imple-
mentedour signaling protocol in Call Agents,the Preference
Registry, the NameMappingService andthe APC service.We
areusingthe H.323 gatavay in our testbedto experimentwith
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billing mechanismsWe arein the processof working out the
next level of detailsof our ClearingHousedesignandsecurity
design.

TheCall Agent,Preferenc&kegistry, andthe APC serviceare
implementedasservicesin Java with an RMI interface. We're
currentlyusingan LDAP sener (from www.openldap.ag) for
servicelocationandthe NameMappingService.

Ourimplementatioris asyet untunedandshaws thata high-
end PC (with 500Mhz Intel Pentiumll processoland 256MB
RAM) canhandle10 call initiations per second. The current
telephonausagemodel,accordingto [30], is ameancall arrival
rateanda meancall durationduring busy hoursof 2.8 calls per
hourand2.6 minutespercall respectiely. Usingthis model,we
would requireapproximately500 PCsto handlethe call traffic
for aregion on the scaleof the SanFranciscoBay Areawith a
populationof six million.

Our examinationof the call processindatenciesshavs thata
large part of the costis dueto the Java services.RMI lookup
and calls take on the order of 10msand require multiple net-
work round-trips. Performancas alsolimited by the fact that
we're usinga Java implementatiorwith userlevel threadsthat
spinidly while waiting for network paclets. With a large com-
munity of researcheraorkingon Java CPU,aswell as,Javal/O
performancewe expectthatthesecostswill bereduced.

IX. CONCLUSIONS AND FUTURE WORK

In this article, we presentedhe ICEBERG network architec-
ture: an Internet-corenetwork for integratedcommunications.
Our network canbeviewedasislandsof clustercomputingplat-
formsthatoffer scalableavailable,androbustserviceonthem.
Our signaling protocol takes the approachof lightweight ses-
sionsand soft state,enablingscalableand robust call services
in thewide area.With multi-device communicatiorasthebasic
call servicecombinedwith ICEBERGcomponentshatmanage
userpreferenceshehaiors,andcomposeunits of computation,
we provide an easyservicecreationervironmentfor customiz-
ableservicesTo addressvide areaquality of serviceissueswe
useaClearingHouse-basedpproachhatleveragesggregation
to providescalableesourceesenationandbilling mechanisms.
The ICEBERGarchitecturealsoprovidessecure authenticated
call setupandbilling for services.

We have a significantamountof future work aheadof us,in
particularwe have notyetaddressethe problemof Operations,
Administrationsand Maintenancg OA&M), a critical technol-
ogy thatis maturein moderntelecommunicationaetworks. In
addition,we arecontinuingour experimentswith moresophisti-
catedandnovel servicesandwearein theproces®f formulating
awell-definedservicecreationmodel. We alsoplanto address
theincrementalvide areadeploymentof ICEBERGarchitecture
andClearingHouseinfrastructureover the existing Internet.
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